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The same argument is present in the
following example by Cohen (1994):

P1: If a person is a Martian, then he is
not a member of Congress.

P2: The person is a member of Congress.
C: Therefore, he is not a Martian. (p. 998)

This argument is both formally valid
and sound (if one believes in the existence
of Martians). The problem arises if (a) the
premises are not true and/or (b) one makes
probabilistic rather than absolute premises.
In the former case, an argument might be
formally valid but not logically sound. In
the latter case, the premises might seem
plausible, but the argument is invalid be-
cause the concept of probability is intro-
duced. For example, the following argu-
ment by Cohen (1994) is sound (i.e., has
true premises) but is formally invalid be-
cause it contains probability statements that
lead to false conclusions:

P1: If a person is an American, then he
is probably not a member of Congress.

P2: The person is a member of Congress.
C: Therefore, he is probably not an

American. (p. 998)

This example illustrates that NHST is
based on a faulty conceptualization of formal
logic. Although it might lead to sensible con-
clusions in many cases, it can also lead to
wrong conclusions in others. However, for-
mal validity and not common sense defines
deductive reasoning. An argument can be
formally valid only if its conclusion is true
whenever its premises are true. By making an
argument probabilistic, it becomes possible
that its conclusion is false although all of its
premises are true. Therefore, a syllogism that
is probabilistic by definition does not meet
criteria for formal validity because the con-
clusion is not necessarily true whenever its
premises are true. The same argument applies
to the modus ponens and to the chain argu-
ment, which are also implicitly used when
interpreting statistical findings.

I agree with Krueger (2001) that Bayes’s
theorem is one way to reduce the error rate of
NHST and to encourage more risky research
(see also Hofmann, 1999). However, it does
not correct the flawed logic of NHST. NHST
is still psychologists’ primary method when
conducting research probably, for the most
part, because of convention (which can be
changed). Effect size estimations, power cal-
culations, and confidence intervals are the
real solutions, in my opinion. Bayes’s theo-
rem might help psychologists to enhance the
riskiness of their hypotheses and the verisi-
militude of their theories (Popper, 1959).
However, to initiate real progress in psy-

chology (e.g., Meehl, 1978; Rosenthal, 1995),
researchers will need to move away from the
crude and flawed there-is-probably-not-noth-
ing method of NHST toward the measure-
ment and quantification of psychological ef-
fects. I doubt that the Human Genome Project
could have happened if Fisher had trained
Gregor Mendel in empirical methods.
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When I reviewed the debate on null hypothe-
sis significance testing (NHST; Krueger, Jan-
uary 2001), I did not expect to break the
impasse between critics and defenders of this
method. Nevertheless, I felt it was time to
examine the arguments (i.e., the critical the-
ses and the defensive antitheses) and to look
for dialectical solutions (i.e., syntheses). If, I
thought, the critics or the defenders of NHST
could have won the debate, they already would
have. The stalemate suggested that some-
thing was missing, and I concluded that this
something might be old-fashioned Bayesian-
ism made explicit. Aside from my 2001 arti-
cle, I see a resurgence of Bayesianism as an
alternative to NHST. After being prodded by
Haig (2000), even the Task Force on Statisti-
cal Inference (2000) endorsed Bayesianism.

Three of the commentators on my 2001
article doubt that Bayesianism will succeed

where NHST has failed. First, Guenther
(2002, this issue) would limit probabilities to
relative frequencies. If probabilities were not
applied to single instances (e.g., a specific
hypothesis), however, the asymmetry be-
tween hypotheses and data would be insur-
mountable. Whereas hypotheses would fore-
cast the frequency distributions of certain
observations, observations could not fore-
cast the validity of hypotheses (excepting
hypotheses of the all-or-none type). Not only
Bayesianism but also NHST and other meth-
ods of induction would be moot. Research-
ers would have to conclude that nothing of
theoretical interest can be concluded from
the little p, and it would follow that no exper-
iments need to be conducted. For these rea-
sons, I cannot share the refusal to express
levels of confidence and doubt probabilisti-
cally. Like Hofmann (2002), I think that
Bayesian probabilities are useful because
they point to the verisimilitude of hypothe-
ses and theories.

Second, Markus (2002) preferred in-
stitutionalized norms of justification to the
explicit subjectivism of Bayesianism. Wilkin-
son and the Task Force on Statistical Infer-
ence (1999) sought to steer researchers away
from ritualistic applications of NHST and
toward a more flexible use of statistical and
graphic display tools. Although I do not in-
tend to downplay the advantages of flexible
and sophisticated data analysis, I see two
risks. First, findings may become more diffi-
cult to compare when investigators choose
without constraints from an increasingly well-
stocked toolbox. Institutionalized norms may
enhance the comparability of studies, but they
do so by empowering journal editors and
policy committees at the expense of individu-
al investigators. Second, conventional analy-
ses keep inverse inferences from data to hy-
potheses implicit and potentially chaotic. In
other words, “what the [original task force]
report amounts to is a vote of confidence for
business as usual” (Sohn, 2000, p. 964).
Bayesianism, in contrast, offers a principled
way to integrate theories and data. It does not
dictate what prior opinions researchers should
have; it only encourages them to offer com-
pelling justifications for those opinions. The
maturity of a field can then be gauged by the
degree to which initial differences in opinion
have shrunk.

Third, Schmidt and Hunter (2002) re-
peated their condemnation of NHST, sug-
gesting that effect sizes, confidence intervals,
and meta-analyses are fully informative while
avoiding the pitfalls of NHST. I did not claim,
as they suggested, that NHST is the best
procedure for induction. The value of NHST,
as I see it, lies in its provision of one of the
probabilities needed for the computation of
likelihood ratios and posterior probabilities for
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specific hypotheses. Schmidt and Hunter did
not address this pragmatic value of NHST but
did register their opposition to its conventional,
ritualistic application (a position I share). So
why not dump both NHST and Bayesianism
in favor of effect sizes cum confidence inter-
vals cum meta-analyses? I hesitate to root for
this approach because it yields research with-
out hypotheses, and without hypotheses, there
are no theories. If investigators relied entirely
on point estimates and measurement error, they
could not conclude anything because they did
not entertain any hypotheses.

Schmidt and Hunter (2002) actually re-
pudiated atheoretical empiricism when they
stated that “no single study is ever sufficient
to support a conclusion about the validity of a
hypothesis” (p. 66) and that “such conclu-
sions should be based on multiple studies as
processed through meta-analysis methods”
(p. 66). Some conclusions seem to be all
right then, such as conclusions regarding the
meta-analytic null hypothesis that “the vari-
ance of [the true] effect sizes is zero” (Hunt-
er & Schmidt, 1990, p. 485). This null hy-
pothesis may even be tested for significance
(see Hunter & Schmidt, pp. 437–438), but
how can investigators draw conclusions
from meta-analyses while refusing to con-
clude anything from single studies and still
be coherent?

One theme pervading my article (Krue-
ger, 2001) was the idea that many researchers
are closet Bayesians anyway. Whereas
Schmidt and Hunter (2002), for example,
share my belief that “the null hypothesis is
typically false” (p. 65), they have also stated
that the meta-analytic hypothesis of effect
size homogeneity is often true (Hunter &
Schmidt, 1990). Like others, then, they dis-
tinguish between risky and safe null hypoth-
eses. Brand (2002) noted that a significant
result increases one’s confidence in the effec-
tiveness of the experimental manipulation. I
would add that without stating explicit priors,

researchers never know what this increase
might be. Guenther (2002) noted that a sig-
nificant effect discounts all hypotheses pre-
dicting effects of the opposite direction. If,
for example, researchers find a correlation of
.3 between variables X and Y with an associ-
ated p of .01, they not only reject the null
hypothesis of a zero correlation but also re-
ject the hypothesis that the true correlation is
–.3, only more so. Bayesian belief revision
gives expression to this intuition. After the
null hypothesis has been rejected once, its
alternative appears to be a safer bet than it
used to. I maintain that investigators hold
beliefs about the replicability of empirical
findings, and it is worth repeating that power
analyses alone cannot sustain these beliefs.
The probability of replication is not the proba-
bility of getting significance assuming that
the first result is the true population effect;
it is simply the probability of getting sig-
nificance, given that the first result was
significant.

A second theme of my 2001 article
was that pragmatism is necessary because
inductive inferences do not withstand log-
ical scrutiny (as Hofmann, 2002, elaborat-
ed). I suggested pragmatically that re-
searchers can attach nonzero Bayesian
probabilities to point-specific hypotheses,
although these hypotheses must logically
be false. Similarly, Brand (2002) and Guen-
ther (2002) argued for the pragmatic truth
of many null hypotheses. Again, many sci-
entists are intuitive Bayesians when they re-
ject far-fetched claims by pointing to micro-
scopic effect sizes and large p values. Should
researchers really continue the Fisherian man-
tra of saying that they know nothing about
the healing powers of homeopathy or about
communication with the dead because there
have been no significant results? A Bayesian
frame of mind allows them to say that after so
many failed tests (and the lack of plausible
mechanisms), the respective null hypotheses

are pretty darn probable. As Brand (2002)
put it, “most realize in their heart of hearts
that theory development (knowledge) inte-
grated across many single investigators . . .
represents the true value of science to soci-
ety” (p. 67).
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